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Abstract 
The aim of this study is to find 
theories that show the relationship 
between the perfect linear code and 
the Hamming codes, as we study the 
possibility that each Hamming bound 
is a perfect code, as well as every 
binary code is a perfect. We will 
study new examples in coding theory 
that prove these theories. In these 
examples, we found the generator 
matrix G of a [m, p]-code ∁ and the 
codedwords, weight distribution of ∁ 
and then we found the minimum 
(Hamming) distance d. Such that we 
get a code ∁ that achieves the 
relationship, if q୫ି୮ >

∑ ቀ
m − 1

i
ቁ (q − 1)୧ୢିଶ

୧ୀ଴ , then there 

always exists a [m, p, d]୯-code. 

Keywords: perfect code, Hamming 
bound, code word.  
* Introduction  

Suppose there are many 
important messages to be sent 
through a noisy communication 
channel, in order to give these 
messages some protection against 
error on the channel, they are 
encoded in to codewords. The set 
consisting of these codewords is 
called a code. (Tsfasman et al., 2007) 

Let m, p, d be positive integers. 
A code ∁ : [m, p, d] over Galois Field 
(GF(q)) is a p-dimensional subspace 
of GF(q)୬ with minimum distance d. 
In a code ∁ of length m let D୧ denote 
the number of codewords with 
Hamming weight i. The weight 
enumerator of  ∁ is defined by 
1 + Dଵz + Dଶzଶ +· · · +D୫z୫.  

Ansaq Journal for arts, 
literature and humanities 

16th edition 

Volume (5) Issue (3) 

2024 (1-8) 



 

 

2 A Study of Relationship between Hamming bound and Perfect Code with new 
Examples 

The sequence (1, Dଵ, Dଶ,· · ·

 , D୫) is called the weight 
distribution of the code ∁. If the 
number of nonzero D୧ in the sequence 
(1, Dଵ, Dଶ,· · · , D୫) is equal to d  
then, a code ∁ is said to be a d-weight 
code. A code [m, p, d] over GF(q) is 
called distance-perfect if there is no 
[m, p, d + 1] − code over GF(q) and 
dimension-perfect if there is no 
[m, p + 1, d]-code over GF(q). A 
code is said to be perfect if it is both 
distance-perfect and dimension-
perfect. 
* Preliminaries 
Definition (2.1): (Tsfasman et al., 
2007) 

A set of sequences of 0’s and 
1’s called a binary code; each 
sequence is a codeword. 
Definition (2.2): (Hirschfeld, 2014) 

A set of sequences where each 
symbol is from a set 

𝔽୯ = {ζଵ, ζଶ, … , ζ୯} is called q-

ary code ∁.  
Definition (2.3): (Al-Seraji, 2013), 
(Al-Seraji & AL-Humaidi, 2018)  
 Let 𝔽୯

୫ denotes the vector 

space of m-tuple.  A (m, k)-code ∁ 
over Galois field 𝔽୯ is a subset of  

𝔽୯
୫ of size  k. A linear [ m, p]୯-code 

over 𝔽୯ is a p −dimensional 

subspace of 𝔽୯
୫ and size k = q୮. The 

vectors in the linear code ∁ are called 

codewords and them by u =

uଵ  uଶ  …  u୫   where  u୧ ∈ 𝔽୯.     

In other words, a q-ary linear 
code of length m and dimension p, or 
a [m, p]୯ -code, is a p-dimensional 

subspace of 𝔽୯
୫, where p = 4. Every 

subspace of ∁ is referred to as a sub 
code of ∁. The inner product of two 
vectors  
u = (uଵ, uଶ, … , u୫) and v =

(vଵ, vଶ, … , v୫) from 𝔽୯
୫ is denoted 

by uv = uଵvଵ + uଶvଶ +··· + u୫v୫ . 
Two vectors are said to be 

orthogonal if their inner product is 0. 
The set of all vectors of 𝔽୯

୫ 

orthogonal to all codewords from ∁ is 
called the orthogonal code: ∁ୄ= {u ∈

𝔽୯
୫|uv = 0 for any v ∈ ∁}. By a well-

known fact from linear algebra, the 
code ∁ୄ  is a linear [m, m − p]୯-

code. If  ∁ is a linear code that, as a 
vector space over 𝔽୯ has dimension 

p, then we say that ∁ is a [m, p] linear 
code over 𝔽୯. 

Definition (2.4): (Assmus & Mattson, 
1978), (Al-Seraji, 2012) 

The Hamming weight w(u) of 
a vector u in  𝔽୯

୫  is the number of 

its nonzero coordinates, such that  
𝔽୯

୫ = {(uଵ, uଶ, . . . , u୫) |uଵ, . . . , u୫ ∈

𝔽୯}. For  u = (uଵ, . . . , u୫), v =

(vଵ, . . . , v୫) ∈ 𝔽୯
୫, the Hamming 

distance between u  and v is 
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 d(u, v) = |{i|u୧ ≠ v୧}|.  The weight 
of u is w(u) = |{i|u୧ ≠ 0}| =

d(u, 0).  
Since a [m, p, d]୯-code ∁ 

means a p-dimensional subspace of 
𝔽୯

୫ with minimum distance d, then 

 d = min{d(u, v)|u ≠ v, u, v ∈ ∁} =

min{w(u)|w(u) ≠ 0, u ∈ ∁}. 
It is important to see that the 

minimum weight is the same as the 
minimum distance if ∁ is a linear 
code. This comes from the fact that 
the zero vector is always in a linear 
code. 

In other words, if ∁ ⊆ 𝔽୯
୫ is a 

linear code and u, v ∈ ∁  with u ≠ v, 
then 
u − v ∈ ∁ ∖ {0} and therefore, 
w(∁) ≤ d(∁).  

Conversely, since the vector 
0 ∈ ∁ and w(u) = d(v, 0), then 
w(∁) ≥ d(∁).  

Hence, the minimum distance 
for linear codes, and the minimum 
weight are coincide. 
Definition (2.5): (El-atrash & Al-
Ashker, 2003), (Ma et al., 2021) 

A code ∁ is called a [m, p, d]-
code if  d is the minimum nonzero 
weight in ∁.  The weight enumerator 
of the code ∁ is defined by: 
1 + Dଵu + Dଶuଶ +・・・+ D୫u୫ 

           The list D୧ for  0 ≤ i ≤ m is  
called the weight distribution 

of ∁ . 

In general, it is difficult to 
determine the weight distribution of a 
given linear code ∁. If the number of 
nonzero D୧  in (1, Dଵ, Dଶ, . . . , D୫) is 
equal to d, then ∁ is called a d-weight 
code.  
Theorem (2.6): (El-atrash & Al-
Ashker, 2003)      

Let  ∁  be a [m, p, d]-code over 
𝔽୯ then  

1 − D଴(∁) + Dଵ(∁) + ⋯ +

D୫(∁) = q୮  
2 − D଴(∁) = 1 and Dଵ(∁) =

Dଶ(∁) = ⋯ = Dୢିଵ(∁) = 0. 
Theorem: (2.7): (Tsfasman et al., 
2007) 

For every linear [𝑚, 𝑝, 𝑑]-code 
∁,0 < 𝐷ଵ(∁) < 𝐷ଶ(∁) < ⋯ <

𝐷௣(∁) ≤ 𝑚 . 

Definition (2.8): (Tsfasman et al., 
2007) 

To define the Hamming codes 
Ham (ℎ, 𝑞) over 𝔽௤, where 𝑚 =

௤೓ିଵ

௤ିଵ
 , ℎ = 𝑚 − 𝑝,  a parity-check 

matrix Ħ is specified. First, consider 
the case 𝑞 = 2. For any positive 
integer ℎ, let Ħ be an ℎ × 𝑚 matrix, 
𝑚 = 2ℎ − 1, whose columns are the 
elements of 𝑉(ℎ, 2)\{0}.  

The parameters of Hamming 

codes: [
௤೓ିଵ

௤ିଵ
,

௤೓ିଵ

௤ିଵ
− ℎ, 3]. 

Theorem (2.9): (Hamming bound) 
(Kageyama & Maruta, 2016) 
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Let ∁ be a [𝑚, 𝑝, 𝑑]௤-code, then 

∑ ൫௠
௜

൯
ቔ

೏షభ

మ
ቕ

௜ୀ଴
(𝑞 − 1)௜ ≤ 𝑞௠ି௣, where 

denotes ⌊𝑢⌋ the greatest integer less 
than or equals to 𝑢. 
Theorem (2.10): (Griesmer Bound) 
(Klein & Storme, 2011), (Ma & Luo, 
2020) 

Let 𝑚௤(𝑝, 𝑑) denote the 

minimal 𝑚 for which a [𝑚, 𝑝, 𝑑]௤-

code exists, then 𝑚 ≥ 𝑚௤(𝑝, 𝑑) =

∑ ቒ
ௗ

௤೔
ቓ

௣ିଵ
௜ୀ଴ , where denotes ⌈𝑢⌉ the 

smallest integer larger than or equals 
to 𝑢. 

A Linear codes attaining the 
Griesmer bound, i.e. linear codes 
with parameters [𝑚௤(𝑝, 𝑑), 𝑝, 𝑑]௤, 

are called Griesmer codes.  
Definition (2.11): (Al-Seraji, 2013), 
(Ma & Luo, 2020) 

A generator matrix 𝐺 of a 
[𝑚, 𝑝]-code ∁ is a (𝑝 × 𝑚) matrix 
whose rows form a basis for ∁. 

𝐺 =

⎣
⎢
⎢
⎢
⎢
⎡

𝑔଴

𝑔ଵ

.

.

.
𝑔௣ିଵ⎦

⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎡

𝑔଴,଴

.

.

.

.
𝑔௣ିଵ,଴ 

𝑔଴,ଵ

.

.

.

.
     𝑔௣ିଵ,ଵ

                 

𝑔଴,௠ିଵ

.

.

.

.
𝑔௣ିଵ,௠ିଵ⎦

⎥
⎥
⎥
⎥
⎤

 

, Such that  𝑉 = 𝑈ଵ×௣ 𝐺௣×௠,  

(U is a different row vectors) 

Codewords of  ∁  is a linear 
combinations of row of 𝐺. 

Generator matrix 𝐺 not uniqe-
elementary row operations gives the 
same code.  
Definition (2.12): (Hirschfeld, 2014) 

A code is e-error correcting if 
it can correct e errors. 
3- The Perfect Code: (MacWilliams 
and Sloane, 1977) 

If each codeword in the code ∁ 
consists of 𝑚  letters taken from an 
alphabet 𝐴 of length 𝑞, where ∁ 
consisting of 𝑘 codewords and every 
two distinct codewords differ in at 
least 𝑑 = 2𝑒 + 1 places. Then ∁ is 
said to be perfect if for every possible 
word 𝑤଴ of length 𝑚 with letters in 𝐴, 
there is a unique codeword 𝑤 in ∁ in 
which at most 𝑒 letters of 𝑤 differ 
from the corresponding letters of 𝑤଴.  
Definition (3.1): (Bonisoli et al., 
1996) 

An 𝑒-error-correcting code ∁ in 
𝔽௤

௠ is perfect if any vector in 𝔽௤
௠ is at 

distance at most 𝑒 from exactly one 
codeword; that is, every received 
message is corrected. 
Theorem (3.2): (Bonisoli et al., 1996) 
Let ∁ be a code in 𝔽௤

௠  

1- If 𝑑 ≥ 𝑒 + 1, then ∁ can detect up 
to e errors.  
2- If 𝑑 ≥ 2𝑒 + 1, then ∁ can correct 
up to e errors.  
Corollary(3.3): (Bonisoli et al., 
1996), (Hirschfeld, 2014) 



 

 

5 A Study of Relationship between Hamming bound and Perfect Code with new 
Examples 

If ∁ has minimum distance 𝑑, 
then it can detect 𝑑 − 1 errors and 
correct 𝑒 = ⌊(𝑑 − 1)/2⌋ errors. 
Theorem (3.4): (Al-Seraji & Ajaj, 
2019) 

A 𝑞-ary [𝑚, 𝑝, 2𝑒 + 1]-code ∁ 

satisfies: 𝑝{ ቀ
𝑚
0

ቁ + ቀ
𝑚
1

ቁ (𝑞 − 1) +

⋯ + ቀ
𝑚
𝑒

ቁ (𝑞 − 1)௘} ≤ 𝑞௠. 

Corollary (3.5): (Al-Seraji & Ajaj, 
2019) 

A 𝑞-ary [𝑚, 𝑝, 2𝑒 + 1]-code ∁ 
is perfect if and only if equality holds 
in Theorem (3.4). 
Theorem (3.6): Every binary code is 
a perfect code 

Proof: It is straightforward to 
show that a code ∁ is perfect if 

∑ ቀ
𝑚
𝑖

ቁ (𝑞 − 1)௜ =
௤೘

௞

⌊
(೏షభ)

మ
⌋

௜ୀ଴
          ….     

(1). 
If we take 𝑘 = 𝑞௣ then, from the 
Hamming bound we have: 

∑ ቀ
𝑚
𝑖

ቁ (𝑞 − 1)௜ ≤ 𝑞௠ି௣
௘ୀ⌊

(೏షభ)

మ
⌋

௜ୀ଴
       

…     (2). That means the eq.(1) 
satisfies. 

Then, eq.(1) satisfy the 
condition of Hamming bound. 

Now, since the Hamming 
bound definition as in eq.(2), and the 
condition of a binary code to be 

perfect code is ∑ ቀ
𝑚
𝑖

ቁ = 2௠ି௣
⌊
(೏షభ)

మ
⌋

௜ୀ଴
          

…     (3). 
From eq.(2) in eq.(3) we get : 

2௠ି௣(𝑞 − 1)௜ ≤ 𝑞௠ି௣. Since it’s a 

binary code; 𝑞 = 2 then, 2௠ି௣(1)௜ ≤

2௠ି௣. That’s means every binary 
code is a perfect code. 
Example(3.6): If we take 𝑚 = 5 such 

that, 𝑚 ≥ ∑ ቒ
ௗ

௤೔
ቓ

௣ିଵ
௜ୀ଴ , with Generator 

matrix: 

𝐺 = ൦

1 0 0 0 1
0 1 0 0 1
0 0 1 0 1
0 0 0 1 1

൪, in this 

construction 𝑃𝐺(𝑝 − 1,2) =

{𝑢ଵ, 𝑢ଶ, … , 𝑢௠} where 𝑚 = 𝑞௣ =

(2)ସ = 16 and 𝑢௜ is defined as 
follows ∀ 𝑖,  𝑃𝐺(𝑝 − 1,2) =

{[1,0,0,0], … , [1,1,1,1]}, therefore 
𝐺 = [𝑢ଵ 

் , … , 𝑢௠
் ]. The codewords are 

generated by multiplying each point 
in 𝑃𝐺(𝑝 − 1,2)  to 𝐺. Any 
permutation of the rows of ∁ or 
multiplication of a row of ∁ by an 
element of 𝔽ଶ  gives another matrix of 
𝐺, therefor the codewords in [5, 4]ଶ 
linear code is defined as follows: 
𝐶. 𝑊. = {[𝑢௜ ∗ 𝐺]௤೛∗௠ ∖ 𝑢௜ ∈

𝑃𝐺(𝑝 − 1, 𝑞)} =  
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⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 1 1 1 0
1 1 0 0 1
1 1 1 1 0
1 1 0 0 1
1 0 1 0 0
1 0 0 1 1
1 0 1 0 0
1 0 0 1 1
0 1 1 0 1
0 1 0 1 0
0 1 1 0 0
0 1 0 1 0
0 0 1 1 1
0 0 0 0 0
0 0 1 1 1
0 0 0 0 0⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

. 

With weight distribution: 
01,210,45. We note that the minimum 
distance 𝑑 is 2. Since, if 𝑞௠ି௣ >

∑ ቀ
𝑚 − 1

𝑖
ቁ (𝑞 − 1)௜ௗିଶ

௜ୀ଴ , then there 

always exists a [𝑚, 𝑝, 𝑑]௤-code, so 

we get ∁ is a [5, 4, 2]ଶ-code.  

Since, 𝑚 ≥ ∑ ቒ
ௗ

௤೔
ቓ 

௣ିଵ
௜ୀ଴ =

ቒ
ଶ

ଶబ
ቓ + ቒ

ଶ

ଶభ
ቓ + ቒ

ଶ

ଶమ
ቓ + ቒ

ଶ

ଶయ
ቓ = 5, then ∁ 

is Griesmer code with  𝑒 = ቔ
ௗିଵ

ଶ
ቕ =

0. Now since, 𝑝 ∑ ቀ
𝑚
𝑖

ቁ (𝑞 −௘
௜ୀ଴

1)௜ = 4 ቂቀ
5
0

ቁቃ = 4 ≤ 2ହ and 

2௠ି௣(𝑞 − 1)௜ ≤ 2௠ି௣ then, it’s 
attaining the Hamming bound, this 
means that the  binary code ∁ ∶

 [5, 4, 2]ଶ is perfect code.  
 
 

Theorem (3.7): Every Hamming 
codes of order ℎ over 𝐺𝐹(𝑞) are 
perfect codes. 
Proof: From Hamming bound: 

∑ ቀ
𝑚
𝑖

ቁ (𝑞 − 1)௜ ≤ 𝑞௠ି௣௘
௜ୀ଴  

multiplication by 𝑞௣ we 

get: 𝑞௣ ∑ ቀ
𝑚
𝑖

ቁ (𝑞 − 1)௜ ≤ 𝑞௠௘
௜ୀ଴ , 

when 𝑞௣ = 𝑘 then it’s satisfies the 
condition of perfect code. Now, we 
take 𝑑 = 3 then 2𝑒 + 1 = 3 ⇒ 𝑒 = 1 

then,𝑘 ∑ ቀ
𝑚
𝑖

ቁ (𝑞 − 1)௜ =௘
௜ୀ଴

𝑞௣ ∑ ቀ
𝑚
𝑖

ቁ (𝑞 − 1)௜ଵ
௜ୀ଴ =

𝑞௣ ቂቀ
𝑚
0

ቁ (𝑞 − 1)଴ + ቀ
𝑚
1

ቁ (𝑞 −

1)ଵቃ = 𝑞௣ ቂ
௠!

௠!଴!
+

௠!

(௠ିଵ)!ଵ!
(𝑞 −

1)ቃ = 𝑞௣[1 + 𝑚(𝑞 − 1)] = 𝑞௣ ቂ1 +

௤೓ିଵ

௤ିଵ
(𝑞 − 1)ቃ = 𝑞௣[1 + 𝑞௛ − 1] =

𝑞௣ା௛ ≤ 𝑞௠. 

And this leads to, 𝑘{ቀ
𝑚
0

ቁ +

ቀ
𝑚
1

ቁ (𝑞 − 1) + ⋯ + ቀ
𝑚
𝑒

ቁ (𝑞 −

1)௘} ≤ 𝑞௠. 
Then, the Ham(ℎ, 𝑞) codes are 

perfect codes. 
Example (3.8): Consider 𝑚 = 7, 𝑝 =

4, ℎ = 3, The code ∁ : [7,4]ଶ -code, 
generated by the rows of 𝐺: 

𝐺 = ൦

1 0 0 0 1 1 0
0 1 0 0 0 1 1
0 0 1 0 1 1 1
0 0 0 1 1 0 1

൪ 

By multiplying 𝐺 on the left by 
the 16 different binary row vectors of 
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length 4, we get the 16 codewords. So 
for instance we get codewords: 
(0,0,0,0) . 𝐺 = (0,0,0,0,0,0,0) 
(1,0,1,1) . 𝐺 = (1,0,1,1,1,0,0) 
:      :        :        :       :       : 
 (1,1,0,0) . 𝐺 = (1,1,0,0,1,0,1) 
(1,1,0,0) . 𝐺 = (1,1,0,0,1,0,1). 

So, the list of all the codewords 
is: 
0 0 0 0 0 0 0       1 1 0 1 0 0 0        
0 1 1 0 1 0 0        0 0 1 1 0 1 0 
0 0 0 1 1 0 1       1 0 0 0 1 1 0        
0 1 0 0 0 1 1        1 0 1 0 0 0 1 
1 1 1 1 1 1 1       0 0 1 0 1 1 1        
1 0 0 1 0 1 1        1 1 0 0 1 0 1 
1 1 1 0 0 1 0       0 1 1 1 0 0 1        
1 0 1 1 1 0 0        0 1 0 1 1 1 0 

We assume 𝐺 has no all-zero 
column. The weight distribution 
(𝑤. 𝑑. ) of ∁ is the list of numbers   
𝐷௜ = |{𝑢 ∈ ∁ | 𝑤(𝑢) = 𝑖}|.  

The weight distribution with 
(𝐷଴, 𝐷ௗ , . . . , 𝐷௜ , . . . )  =

 (1, 𝛼, . . . , 𝑤, . . . ) is also expressed as 
 0ଵ, 𝑑ఈ ,···, 𝑖௪ ··· . Thus, we get: 

weight distribution: 
0ଵ, 3଻, 4଻, 7ଵ. Hence, Ham(3,2) is 
equivalent to the perfect [7,4,3]ଶ –

code. We note that 𝑚 =
௤೓ିଵ

௤ି௛
=

7, 𝑝 =
௤೓ିଵ

௤ିଵ
− ℎ and 𝑑 = 3 then, 

𝑞௠ି௛൫1 + 𝑚(𝑞 − 1)൯ = 𝑞௠ି௛ ቄ1 +

௤೓ିଵ

௤ିଵ
(𝑞 − 1)ቅ = 𝑞௠ି௛(1 + 𝑞௛ −

1) = 𝑞௠.Hence, the code ∁ is perfect. 
 

* Conclusions 
From the above results, we 

found the relationship between the 
perfect linear code and the Hamming 
codes, as we study the possibility that 
each Hamming bound is a perfect 
code, as well as every binary code is 
a perfect. We found a new examples 
in coding. In these examples, we 
found the generator matrix G of a 
[m,p]-code ∁ and the codedwords, 
weight distribution of ∁ and then we 
found the minimum (Hamming) 
distance d. 
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